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1 Introduction

The SRI Stereo Engine is an efficient realization of an area correlation algorithm for computing range
from stereo images. Figure 1 shows the results of running the algorithm on a typical scene. The image on
the top left is the left image of an original stereo pair, while the one on the top right is a disparity image
computed from the stereo pair. In the disparity images, brighter pixels show where the projection of an
object diverges between the images (has a high disparity). These are areas that are closer to the cameras.
Dark areas have lower disparity, and are further away. Finally, the bottom right shows a view of the 3D
reconstruction made from the disparity image.

Figure 1-1. Aninput image and theresultant stereo disparity image. Brighter areasare closer to
the camera.
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1.1 The SRI Stereo Engine and the Small Vision System

The Stereo Engine exists in several implementations, including embedded, low-power systems and
general purpose microcomputers. The embedded systems, or Small Vison Modules (SVMs), contain
DSPs or other standalone processors, and produce digital range information. They are meant for end
applications where size, cost, and power limitations are critical. SRI will develop embedded SVM
systemsin partnership with companies who are interested in a particular application.

The Small Vision System (SVS) is an implementation of the Stereo Engine on general-purpose
microcomputers, especially PCs running Linux or Windows 95/98/ME/2000/NT. It consists of a set of
library functions implementing the stereo algorithms. Users may call these functions to compute stereo
results on any images that are available in the PC's memory. Typically, standard cameras and video
capture devices are used to input stereo images. The Small Vision System is a devel opment environment
for users who wish to explore the possihility of using stereo in an application.

This manual is useful as a source of general information about the Stereo Engine for any
implementation, but is also specifically aimed at the development environment of the SVS. It explainsthe
core characteristics of the Stereo Engine, serves as a reference for the stereo function API, and discusses
sample applications that use the API. There are also several tutorials that illustrate writing programs to
the SVS API, in the documentation folder. More technical information about stereo processing can be
found at www.ai.sri.com/~konolige/svs, including several papers about the stereo algorithms and
applications.

With Version 2.2x of SVS, we introduce a re-written C++ interface to the SVS libraries. The new
C++ classes are much ssimpler to use than the previous C functions, and in particular relieve the user of
having to perform buffer management for images and disparity results. The C function interface is till
maintained for users who have an investment in application programs, under the 2.1x versions of SVS,
but we will only upgrade this version with bug fixes. Users are encouraged to migrate to the 2.2x API.
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1.2 The Small Vision System

The Small Vison System (SVS) is meant to be an accessble development environment for
experimenting with applications for stereo processing. It consists of a library of functions for performing
stereo correlation. Figure 1-2 shows the relationship between the SVS library and PC hardware.

Images come in via a pair of aligned video cameras, called a stereo head. A video capture board or
boards in the PC digitizes the video streams into main memory. The SV'S functions are then invoked,
and given a stereo pair as an argument. These functions compute a disparity image, which the user can
display or process further.

1%
-

Disparity

Stereo
Processing

<}

Display
bioard

O

L

Figure 1-2. The development environment of the Small Vision System.

The SVS environment of Figure 1-2 shows a typical setup for stereo processing of video images. The
user may supply his or her own cameras: the SVS has special processing for dealing with camera
distortion and calibrating the stereo image (Section 2.4.2). Special stereo heads are also available from
Videre Design (www.videredesign.com). The STH-V3 is an analog head with the ability to send a stereo
pair on just a single video signal, so only one video capture device is required (more information on video
captureisin Section 2.1). The MEGA-D (STH-MD1) isan all-digital device with megapixel imagers that
uses the 1394 bus (FireWire) for direct digital input. Finally, other sources of images may also be used, as
long as the images can be placed in PC memory. Some examples are images stored on disk, or images
obtained from other devices such as scanning el ectron microscopes.
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1.3 Hardware and Software Requirements

The SVS libraries exist for most Unix systems, as well as MS Windows 95/98/ME/2000/NT; that is,
on the most common computer platforms available. We have spent considerable effort in optimizing SVS
for PCs using the MMX instruction set (Pentium MMX and Pentium 11, I11, V), and it will perform best
on these platforms, using either Linux or MS Windows. Performance information isin Section 3.7.

1.3.1 Analog Framegrabbers

Because of the ubiquity of PCs, we have added support for several PCI bus video capture devices on
PCs. The following are recommended PC hardware configurations for the SVS with analog cameras.

Operating System Video Capture Card

Linux I magenation PCX 200

Matrox Meteor and Meteor RGB

Any Bt848-based card (e.g., Intel Smart Video Recorder I11)
Windows 95/98/ME | Imagenation PXC200

Matrox Meteor, Meteor RGB, Meteor ||

Windows NT, 2000 I magenation PXC200

Matrox Meteor, Meteor RGB, Meteor |

Table 1-1. Analog Framegrabbersand OS requirements for the Small Vision System.

Unfortunately, as of this time there are no good analog framegrabbers for laptops. The MRT Video
Port Pro is one of the best cards, but it is<till Sow for input to memory, and does not take advantage of the
32-bit CardBus specification. However, the MEGA-D digital device (see below) does have laptop input

capability.

1.3.2 Digital Framegrabbers

The MEGA-D (STH-MD1) and Dual DCAM (STH-DCAM) are all-digital devices that use the |IEEE
1394 (FireWire) bus. Some desktops and laptops have 1394 ports integrated directly into their
motherboards. Otherwise, a standard 1394 PCI board or PCMCIA card can be used. The card must be
OHCI (Open Hogt Controller Interface) compliant, which almost all boards are.
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1.4 The SVS Distribution

The SVS didribution can reside in any directory; normally, it is placed in ¢: \ svs (MS Windows
systems) or / usr/ | ocal / svs or auser’sdirectory (Unix systems). Hereis the directory structure of
the SV S distribution.

SVs

r eadme installation guide

updat e release notes

docs documentation
smal | v. pdf PDF version of the User Manual
cal i brat e. pdf PDF version of the Calibration Addendum

bin executable and library files
smal | v(. exe) full-featured GUI client demo
smal | vcal (. exe) full-featured GUI client demo with calibration tool
stframe(. exe) simple stereo client example program
stcap(. exe) frame capture program, no stereo processing
svsXXX.dl'l,.lib framegrabber interface fns (Windows OS)
XXXcap. so framegrabber interface fns (Linux)
svs.dll, lib SVSlibrary (Windows OS)
svscap.dll, lib SVSlibrary for capture (Windows OS)
i bsvs. so SVSlibrary (Linux)
I i bsvscap. so SVSlibrary for capture (Linux)
fltkdlI.dll Digplay library (Windows OS)
[ibfltk.so Display library (Linux)

dat a stereo images
check. pdf single-page printable calibration object
check54- panel . pdf 4-page printable calibration object
check- 54. pdf 54mm single page calibration object (17x22)
check- 108. pdf 108mm single page calibration object (34x44)
*-L/R C bnp Sample stereo pairs and color files
* . ini Sample calibration files

sanpl es sample client program sources

src SVSlibrary sources
svscl ass. h main library header (C++)
XXXgr ab. cpp framegrabber interface functions
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2 Getting started with smal | v

The smal | v program is a standalone application that exercises the SVS library. It is a GUI
interface to the stereo programs, and in addition can load and save stereo image sequences. Thesnal | v
program is a useful tool for initial development of a stereo application, and can also be used to check out
and adjust a stereo camera setup.

The smal | v program is in the bi n/ directory. It requires shared libraries for the stereo
algorithms (svs), display (f It k), and calibration (various), all of which are in the bi n/ directory.
Under MS Windows, these shared libraries (DLLS) must be in the same directory as the snal | v
program, or in the syssem DLL directory. Under UNIX, the LD_LIBRARY _PATH variable must have the
path to the libraries.

Figure 2-1 shows the startup screen of the program. The black windows are for display of image and
stereo data. The display programs in SVS use the FLTK cross-platform window interface, and work best
in 24 bit video display mode. The version of the program isindicated in the text information area, and the
title bar.

smal | v will accept stereo images from either a live video source, or a stored file. The easest way
to get started with the program isto open a stored stereo sequence. Fromthe Fi | e menu, choose Open,
and navigate to the dat a/ directory. The file f ace320- cal - X. bnp contains a stereo frame at
320x240 resolution. When you open it, it will show in the display windows. In the Functi on area,
pull down the list box and choose St er eo. Finally, pressthe Cont i nuous button to compute the stereo
disparity and display it. You should see a green pattern representing stereo disparities in the right
window. Under the Hor opt er labdl, click the X of f set button a few times to see the effect of
changing the stereo search area; a value of —4 or so should bring the close parts of the face into range.
Clicking the 3D Di spl ay button brings up an OpenGL window with a 3D view of the stereo data.

The rest of this section explains the operation of smal | v. Since smal | v exercises most of the
functionality of the SVS libraries, it should serve as a general introduction to the SVS functions. If you

% SRI Smallv Stereo System E -1 x|

File  Dewvice Mideo.. Yideo Buffer... Subwindow .. Calibrate Debug...

Rate: 0.0 FLeft [ Color | 5V'S version 2.3 - MEGA-D Digital Stereo Interface | [ Right [ Colar 1.00 Gamma
Input: lm ] Single Function: | Mone w Conf: Wll Disparity: W_}J
size: [none ] Dcontinueus | | | g0 Dispey | Fhwx — window: A 11 ||

Sample: m Fresze I [ Swap J WK | ¥ off: ﬂTﬂ [ LR Check

I Color Capahle I Mutti Scale

Figure2-1 Smallv program interface. Thetwo black windows are for display of input images
and stereo results.
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are interested in using a particular framegrabber and set of cameras with sral | v, please see Section 2.1.
The framegrabber interface is indicated in the message area on startup. In this case, it is the MEGA-D
digital stereo head.
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2.1 Inputting Live Stereo Video

The SVS libraries provide support for live video as stereo input. To input video, you must do the
following steps.

1. Decide on a stereo head and framegrabber.

2. Install the framegrabber, following instructions that come with the framegrabber or the stereo head
(STH-V3 or MEGA-D).

3. Copy the appropriate framegrabber DLL to bi n\svsgrab.dll (MS Windows), or
bi n/1i bsvscap. so (Unix); see Section 2.1.2).

4. Set the appropriate video format using the Video Format menu.

5. Set the video frame size.

6. Set the input mode to Video.

This section gives details necessary for performing these steps.

2.1.1 Stereo heads

Stereo requires two images from different viewpoints. The most common way to get these images is
to use two identical cameras separated by a horizontal baseline. It is important the cameras have lenses
with the same focal length, and that the pixel elements have the same size.

The basdline is typically from 3 to 8 inches wide, and the cameras are aligned parallel to each other,

baseline
Video /
signal 1_/ :D /
Genlock Paralld
signal line of sight

Video
signal 2_/ )

Figure 2-2 Stereo camera setup. Cameras are positioned with parallel
lines of sight. Their video signals are synchronized using cross-fed
signals.

although other configurations are possible. Figure 2-2 shows a typical stereo camera setup. Two cameras
are pointed in the same direction, and they are connected by a cable that genlocks the cameras, that is,
synchronizes them so that they capture images at the same time. Genlocking is important if there is any
motion in the scene. If the cameras are not genlocked, they can capture the image at dightly different
times, and any moving objects will be at a dightly different position in one camera relative to the other,
than if it they had taken the image at the same time. If the scene is static, then genlocking is not
necessary. Not every camera can be genlocked; check that the ones you have can be.

A word about monochrome vs. color cameras. If your application does not need color, it is preferable
to use monochrome cameras, because stereo relies only on the luminance component of the video signal.
Monochrome cameras have much better spatial resolution and dynamic range than color cameras of the
same quality, since they do not have to deal with three color channels. Having said this, the MEGA-D
megapixel cameras have such high resolution that using color imagers is generally not a problem, since
most applications can use 640x480 or 320x240 image sizes, and the color imagers produce excellent
quality by binning (averaging) a set of pixels.

The cameras produce two video outputs, which must be input to the PC running the SVS system.
There are three ways to get these video signalsinto the PC.
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1. Usetwo framegrabbers, and input one signal on each.

13

2. Use a single framegrabber capable of inputting 2 monochrome channels, e.g., the Matrox
Meteor RGB or Meteor |1 / Multichannel.
3. Use a single framegrabber, and a stereo head that interlaces two video signals onto a single
video stream. The STH-V3 from Videre Design (www.videredesign.com) is one such stereo

head.

4. Use a digital stereo head, the MEGA-D (STH-MD1) from Videre Design. This stereo head
outputs a digital signal on the 1394 bus, and any OHCI (Open Host Controller Interface) card
can be used to input the video.

The SVS libraries can work with any size video frame up to 1288 by 1032 pixels. Standard NTSC
cameras capture frames up to 640 by 480, as a set of two fields, each 640 by 240. The camera first
capturesafield in 1/60 of a second (the even field), then captures a second field 1/60 of a second later (the
odd field). The framegrabber can put these together to form a single image of 640 by 480 size. However,
the same problem with motion between non-genlocked cameras can occur on a single camera that
combines fields. There is a dight time delay between fields, leading to motion blur in the composed
frame. For this reason, the SVS libraries use fields rather than frames, so the maximum video size for
NTSC signalsis 640 by 240.

PAL cameras are also support by the SVS libraries, as long as the framegrabber can input PAL video.
They involve smilar considerations, but their maximum field sizeis 768 by 288.

Larger frame sizes with synchronized cameras are possible by using nonstandard progressive scan
analog cameras, or digital cameras.

2.1.2 Analog Framegrabbers

The SVS libraries include support for a number of popular analog signal framegrabbers; for digital
stereo heads, see the next subsection. The table below lists them according to their operating system.

Operating Framegr abber Library MSW Installation
System File
Linux Matrox Meteor, Meteor RGB, Meteor PPB | bttvcap. so
Any Bt848-based card, e.g. bttvcap. so
Intel Smart Video Recorder 1|
Imagenation PXC2000
None nul I cap. so
MS  Windows | Matrox Meteor, Meteor RGB, Meteor PPB | svsnet . dl | set up_net . bat
95/98/2000/XP | Matrox Meteor 11 svsnet 2. dl | set up_net 2. bat
Imagenation PXC200 svspxc. dl | set up_pxc. bat
None svsnul | . dl | setup_nul | . bat
MS  Windows | Matrox Meteor, Meteor RGB, Meteor PPB | svsnet . dI | set up_met . bat
NT 4.0 Meteor Il svsnet 2. dl | set up_net 2. bat
Imagenation PXC200 svspxc. dl | set up_pxc. bat

Table 2-1 Framegrabber s supported by SVS.

Under MS Windows, a particular framegrabber is accessed from the SVS libraries by copying the
corresponding DLL and LIB files. Copy the appropriate C++ library (. dl 1) for your framegrabber to
and the corresponding reference file (. 1i b) to svsgrab. | i b. For example, if you
have installed the Matrox Meteor |l board, then copy the following filesin the bi n\ directory:

svsgrab. dl I,

svsnet 2.dll -> svsgrab. dl |
svsnet2.lib -> svsgrab.lib
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There are convenient BAT files to set up a particular framegrabber, in the bin\ directory. Simply
double-click on the batch file to perform the required copying. For example, to set up the Imagenation
PXC200 framegrabber, go to the bin\ directory in Windows Explorer, and double-click on the file
set up_pxc. bat .

The framegrabber interface must be set up before starting smal | v; it cannot be changed while the
program is running.

Under Linux, the interface to either the Matrox Meteor cards or a Bt848 card (PXC200, Intel Smart
Video Recorder, etc.) is with the shared library bttvcap. so. Copy this library to
bi n/1i bsvscap. so to use it. You must load the proper low-level driver for the card, namely, the
BTTV drivers. These drivers are included with almost every distribution of Linux; we recommend the
current Red Hat distribution.

The framegrabber interface used by smal | v under MS Windows or Linux is indicated in the
message window at startup.

There are some limitations in framegrabber drivers that should be noted. Firgt, there are currently no
good analog framegrabbers for portables. For the digital interface, any standard IEEE 1394 OHCI card
can be used; thisis one of the advantages of the digital interface.

2.1.3 |IEEE 1394 (FireWire) Framegrabber

The SVS has an interface to digital stereo heads from Videre Design via the IEEE 1394 serial bus.
Any OHCI-compliant IEEE 1394 PCI or PCMCIA card can be used, under MS Windows 98/2000 or
Linux. Please check the stereo head manual for instructions on installing the 1394 card and drivers.

The relevant interface libraries are given in Table 2-2 below. To set up a particular interface in
Linux, copy the library fileto bi n/ | i bsvscap. so. Under MS Windows, execute the setup file in the

Operating Stereo Head Library MSW Installation File
System
Linux MEGA-D pi xcap. so

Dual DCAM dcantap. so
MS Windows MEGA-D svspi x. dl | set up_negad. bat
98/ME/2000/XP | Dual DCAM svsdcam dl | set up_dcam bat

Table 2-2 Interfacelibraries for Videre Design digital stereo heads.
bi n\ directory by double-clicking on it in Windows Explorer.

2.1.4 Selecting Devices

The Device menu button lets you tell the SVS library what kind of video input you are using. For
Videre Design digital heads (MEGA-D and Dual DCAM), you can select among multiple devices attached
to any IEEE 1394 card on your computer. For analog stereo heads, you can choose how to input images
from the analog framegrabber boards. Currently, there is no way to select multiple analog stereo heads
connected to the same computer.

Digital Stereo Devices (MEGA-D and Dual DCAM)

A digital stereo head attached to the IEEE 1394 bus is recognized by smal | v, and the Device menu
button will drop down alist of these devices when selected. Devices have a number, which starts at 1 for
the first device encountered. These numbers can change as devices are added or dropped from the bus.
Devices also have an id, which is a numeric string that is unique to the device. The Device list shows
both the current device number, and itsunique id. The currently selected device isindicated by a checked
box; you can change the current device by selecting any available device. This choice becomes active the
next time Video input is selected in the input choice box.
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Figure 2-3 Line-interlaced stereo cameras (STH-V3 stereo head). Alternate
lines from each camera areinterlaced into a single video stream.

Only one type of device, the MEGA-D or Dual DCAMS, will be seen by the smallv program. The
choice depends on which interface library has been loaded (see Section 2.1.3). It is possible to mix these
devices on the same |EEE 1394 bus, but a given application will see only one type of device or the other.

Analog Stereo Devices (STH-V3 and user camer as)

Analog camera input goes through an analog framegrabber , where it is converted into digital form
and sent to the host computer memory. The smal | v interface will input video from the cameras through
either one or two framegrabbers, depending on the type of setup. There are three choices:

1. Line interlace [default]. This is the mode for the STH-V3 line interlace stereo head. Any
framegrabber can be used in this mode.

2. Dual framegrabbers. This mode uses two framegrabbers, with one framegrabber per camera.
Check Table 2-1 for supported framegrabbers.

3. RG components. This mode uses the Matrox Meteor RGB or Meteor 1I, and inputs one
camera video stream on the R channel, and one on the G channel.

It is important for stereo processing to have the left camera image appear as the left image in the
smal | v program. Once the video input is displayed, you can check this by pointing the cameras along
your line of sight. The right camera appears on your right side, and the right image on the smal | v
display should show thisimage. Y ou can cover one camera with your hand, and observe which displayed
image goes dark. With dual framegrabbers or RG input, the solution to having the wrong camera inputs
isto smply switch the inputs, or to use the swap button in smal | v, which interchanges the images in
memory.

Under line interlace mode (Figure 2-3), the first horizontal line of a video field is from the left
camera, the second from the right, the third from the left, and so on, making a single video stream. The
SVS software de-interlaces the video stream, reconstructing the left and right images in memory, at half
the original vertical resolution. Because of the variation in how framegrabbers determine which is the
first line of afield, the SVS software will sometimes switch the left and right fields during de-interlacing.
The swap button switches the left and right fields during deinterlacing.

The smal | v application interfaces only to one analog stereo head, using the first one or two
framegrabbers that it finds. It is possible to specify other framegrabbers from a use application, using the
SVSAPI.

2.1.5 Frame Size

The SVS libraries as delivered can work with frame sizes up to 1288 by 1032. In fact, the SVS
algorithms can work with arbitrarily sized frames.
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A subset of frame sizes are supported for video input in the sral | v application; the following table
summarizes them. Most framegrabbers support hardware interpolation and scaling, so that bus traffic is
minimized by working with smaller frames. The exception is the Meteor RGB, which passes a full field
to memory, where it is decimated by the SVS software.

Video Format Frame Sizes
Lineinterlace 160x120
320x120
Dual framegrabber 640x240
and RG component 320x240
320x120
160x120
1394 (digital) interface | 1280x960, 640x480, all
others above

Table 2-3 Frame sizes available for video input
in smallv.

Video frame size is selected with the Si ze drop list in the Sour ce area. Video size can be changed
only when frames are not being acquired. Once acquisition starts, the frame sizeis fixed.

2.1.6 Image Sampling

The sampling for analog framegrabbers is implicit in the frame size. For example, if the camera
image size is 320x240, and the requested frame size is 160x120, then the full image is scaled down by the
framegrabber, usually using interpolation to produce a smooth image.

With the MEGA-D digital interface, the user has full control over the sampling method, and the
Sanpl e and Si ze controls combine to produce the final result. For example, if the sampling mode is x1
(no subsampling), then and image size of 320x240 produces a subwindow within the full image.
(Subwindowing is not available from analog framegrabbers supported by SVS.) The placement of the
subwindow can be changed in real time under program control, using the dialog from the Subwi ndow...
menu.

There are several sampling modes. Decimation samples the image by removing pixels, eg., “X2
dec” means that every second pixel in a line is removed, and every other line is removed. Binning
samples the image by averaging over a block of four pixels, to produce the same result. Binning produces
smoother images with less noise, but it is Slower than decimation, which is done by the stereo hardware.
Combination sampling modes are available, e.g., “x4 bi n+dec” samples the image down to ¥ size in
horizontal and vertical directions, by decimating by 2 and then binning by 2.

The Dual DCAM stereo device supports a single sampling mode, x2 binning at 320x240 output
resolution. The binning mode will reduce video noise for this device.

2.1.7 Image Source

The source for stereo images can be either a memory buffer or a live video stream. The Sour ce
drop list lets you choose between these, or to stop any input. Buffer input is discussed in Section 2.1.9.

2.1.8 Streaming Mode

Images from video cameras or the buffer can be processed in three acquisition modes. Only one
acquisition mode is active at a given time.

?? Continuous mode. In this mode, stereo pairs are continuoudy input, processed, and
displayed. The maximum frame rate is 30 Hz for live analog image data, and up to 80 Hz for
the MEGA-D digital syssem. See Section 3.7 for performance information. The rate is
indicated next to the text information area.

?? Single frame mode. In this mode, a single stereo pair is input, processed, and displayed each
time the Single button is pressed.
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?? Freeze mode. In this mode, a single stereo pair is input, then the same frame is continuoudy
processed and displayed. This mode is useful in checking the effect of different stereo
parameters on the same image.

2.1.9 Adjusting Video Parameters

Most framegrabbers support some kind of video image adjustments, such as contrast or brightness.
The video parameter dialog isinvoked using the Vi deo...menu item (Figure 2-4).

Most analog cameras have automatic adjustment of exposure and gain, which change according to
lighting conditions. The user can set brightness and contrast, which are framegrabber parameters that
change the processing of the analog signal.

The MEGA-D digital stereo head has manually controlled exposure and gain. Exposure is the time
that any given pixel is exposed to light before being read out. Gain is a amplification of the signal that
comes out of the pixel. In general, it is best to increase the exposure first, and if necessary, to increase
gain once exposure reaches a maximum. The reason for this is that gain will increase the video noise,
while exposure increases the pixel’s response to light. In some cases, though, short exposure times are
desirable for minimizing motion blur, and it may be more convenient to increase gain while exposure is
not at a maximum.

The values of exposure, gain, brightness, and contrast are all represented as a percent.

The colorized version of the MEGA-D digital camera can input color images, and the color balance
can be adjusted manually using the red/blue differential gain. More information about color processing is
in Section 2.1.12.

%W Video Parameters o ]
ALto Ao At RIS
Exposure  Gain Brightness Red Blue Saturation Sharpress

100 (] &0 a a IT_I ]

Figure 2-4 Video Parameter dialog box.
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2.1.10 Subwindowing

The MEGA-D digital stereo head can send to the host computer just a portion, or subwindow, of the
stereo image. For example, if the MEGA-D isin x2 sampling mode (full-size image is 640x320), and the
image size is chosen to be 320x240, then snal | v will input only a 320x240 subwindow of the full
image. Figure 2-5 shows two of these subwindows, and the original full-size image.

The placement of subwindows is controlled by the vertical (Y) and horizontal (X) offset controls in
the Subwi ndow dialog window; the dialog is initiated from the Subwi ndow...menu item in the main
window. These parameters can be changed in real time, enabling electronic panning of the live image.

Figure 2-5 Two 320x240 subwindows (bottom) of a 640x480 image (top).
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2.1.11 Vergence

When in subwindow mode, the two cameras in a stereo rig generally will have the same X and Y
offsets, so that they keep the parallel line-of-sight characteristic of the stereo rig. However, for viewing
close objects, it is advantageous to toe-in, or verge, the two stereo cameras. In this way, the images of the
near object will both contain the object in the center.

Human eyes verge mechanically when viewing close objects. Mechanical vergence for stereo cameras
is difficult, however, since it involves complicated motor control, and more importantly, disturbs the
calibration that is critical for stereo analysis. Instead, with the subwindow capability of the MEGA-D, it
is possible to verge the stereo images electronically, by choosing appropriate horizontal offsets for each
image.

Figure 2-6 shows the effects of using electronic vergence. The top stereo pair, of a close object, puts
the object into the center of the left frame. In the right frame, the object has a large disparity and is
visble in the left side of the frame.

The bottom stereo pair is created by adding vergence to the subwindow process, offsetting the right
subwindow horizontally by 120 pixels, relative to the left subwindow. Both frames now have the near
object centered.

Vergence of the subwindows is set using the vergence control in the Subi mage box of the
Subwi ndow dialog. Itisareal time control, just likethe X and Y subwindow offsets.

Ty

Figure 2-6 Parallel image subwindows (top) and verged image subwindows (bottom), showing a
close object.
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2.1.12 Color

As of Version 2.1, SVS supports color input and display. Besides the two monochrome left/right
stereo channels, there is a third color channel that corresponds to the left image, with imagesin RGB 32-
bit format, and optionally a fourth color channel for the right image. The color channels do not
participate in stereo processing, but can be useful in applications that combine color and stereo
information, for example, object tracking. Usually only the left color channdl is needed, since the left
image is the reference image for stereo disparities and 3D information. Both color channels are available
for user applications, if desired. When the right color channel is requested, the left color channel is
always also provided.

Color information from the MEGA-D digital head (STH-MD21-C) is input as raw colorized pixels,
and converted by the interface library into two monochrome and one or two RGB color channels. The
main color channel corresponds to the left image, which is the reference image for stereo. The color
image can be de-warped, just like the monochrome image, to take into account lens distortion (Section 4).
Optionally, a second color channel is available for the right image.

The stereo DCAM device (STH-DCAM) performs color processing on-camera, and sends the results
down to the application. De-warping proceeds as for the MEGA-D.

Color information from the camera is input only if the Col or button is pressed on the main window
(Figure 2-1)., under the appropriate window. To get the color images in applications, use the
Set Col or () command.

Because the typical color camera uses a colorizing filter on top of its pixels, the color information is
sampled at a lower resolution than a similar non-colorized camera samples monochrome information. In
general, a color camera has about ¥ the spatial resolution of a similar monochrome camera. To
compensate for the reduced resolution, use binning (Section 2.1.6) to increase the fidelity of the image.
For example, if you need a 320x240 frame size, use 640x480 and binning x2.

The relative amounts of the three colors, red/green/blue, affects the appearance of the color image.
Many color CCD imagers have attached processors that automatically balance the offsets among these
colors, to produce an image that is overall neutral (called white balance). The MEGA-D provides manual
color balance by allowing variable gain on the red and blue pixels, relative to the green pixels. Manual
balance is useful in many machine vision applications, because automatic white balance continuoudy
changes the relative amount of color in the image. The STH-DCAM allows for either automatic or
manual control of color (see Figure 2-4

The manual gain on red and blue pixels is adjusted using the Vi deo Par anet er s window
(Section 2.1.9). For a particular lighting source, try adjusting the gains until a white area in the scene
looks white, without any color bias.
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2.2 Storing, Saving, and Loading Stereo Data

smal | v provides a basic facility for loading and saving stereo data streams. The file load and store
functions are part of the SVS library, and their source code is included. smal | v exercises these
functions, and provides a memory buffer for storing live stereo video.

There are two basic types of storage/playback available. The first, video storage, is meant to save a
video sequence of stereo images (including color information). Images from live video streaming are
captured to an internal buffer of 200 frames. These frames can be replayed and stored.

A second type of storage is till image storage. In this mode, a single frame is stored to afile. The
video storage buffer is not involved in this process, and an arbitrary number of such stills can be saved.

2.2.1 Stereo Video Storage

smal | v hasan internal buffer capable of holding 200 stereo pairs (frames). Depending on the size
of the images and the amount of memory on the machine, a video sequence of frames can be captured to
physical memory without slowing down video capture.

The buffer can be filled from a previoudy-saved file set, or from live video input. The buffer can also
be written out to a file set, and used as the source for stereo processinginsnal | v.

The video buffer is controlled from the Vi deo Buf f er window, accessed via the menu bar (Figure
2-7).

When the input source is the buffer, the acquisition mode controls (Cont i nuous, Singl e,
Fr eeze) control the processing of the buffer frames (Section 2.1.8). The frame control can also be used
to goto anindividual framewhenin Si ngl e acquisition mode.

The Recor d button controls the input of live video into the buffer. Cl ear clears the buffer and
resets it to frame 0. Activating the Recor d button starts the input of live video frames into the buffer.
The source must be set to Vi deo; either Conti nuous or Si ngl e mode may be used. Frames are
stored sequentially until the buffer isfull. Pressing Recor d again will also turn off acquisition before the
buffer isfull.

As an example, to capture a short video sequence and replay it, perform the following steps.

1. Start acquiring live video in continuous mode.
2. Clear the buffer (Ol ear button).
3. Start buffer storage (Recor d button).
4. After a short period, stop buffer storage (Recor d button).
5. Changefrom Vi deo toBuffer source
At this point, the short segment that is in the buffer can be replayed as a short continuous loop. The

ButterFil| = ||

Current Frame: A|f

Record |

Clear l

Figure 2-7 Video buffer controls.
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buffer, or individual images, can be saved to afile. Under the Fi | e menu, use the commands St or e
Vi deo Buffer and Load Video Buffer. A video sequence is stored as a set of BMP files (next
subsection), in a sequence starting at 001. Y ou cannot save stereo disparity or 3D data directly from the
video buffer. However, the current frame disparity and 3D data can be saved using the still image storage
facility, described in the next subsection.

2.2.2 Loading and Storing Files

The SVS libraries work with different file types for image storage.

?? BMP format. Each BMP file contains a single 8-hit grayscale image, or an RGB 24-hit color
image. The color coding for the 8-bit BMP file is 256 shades of gray, with O being black and
255 white. By convention, a stereo pair is saved as two files with the linked names XXX-
L. BMP (left image) and XXX- R. BMP (right image). The corresponding left color image is
saved as XXX- C. BMP, and the right color image as XXX- Q BMP. Finally, the image
parameters are stored as atext file XXX. I NI .

??Text files for disparity images. Disparity images can be saved as a text file, with one line of
text for each line of the image (eg., a 320x240 image will have 240 lines). Each line
contains an image row of disparities, as integers. The special values —1 and -2 indicate that
the disparities were filtered out, by the texture measure (-1) or the left/right check (-2)..

??Text files for 3D points. 3D point arrays, generated from a disparity image (Section 2.4.2),
can be saved as a text file. Each line of the file represents one point of the array. The array
has the same format as the image from which it was produced, e.g., if the input image is
320x240, then the file has 320x240 lines, in row-primary order. Each line has 3D X,Y,Z
coordinates first, as floating-point numbers, then three integers for the R,G,B values of the
pixel at that point. If the disparity at a pixel is filtered out, then the Z value is negative,
indicating afiltered value.

Still images and still image sequences are loaded using the Fi | e menu. To load stereo frames, use
the Load | mages (BMP) menu item to bring up afile choice dialog. Choosing either BMP file of a
pair automatically loads the other. In addition, if a color file or parameter file (. i ni ) ispresent, it isalso
loaded.

A file image sequence is a set of files with a base name XXXNNN. For example, CALOO1- L. BMP is
the left image of a stereo pair in a sequence. The sequence can start with any number, but the number
must be 3 digits, and must increment sequentially for each stereo pair in the sequence. Choosing Si ngl e
from the smal | v interface will load the next file in the sequence. Freeze reloads the same file
continuoudly, which is useful for changing stereo parameters in smal | v and seeing their effects.
Cont i nuous mode is not available when loading a sequence of still images.

Note that loading a still image file using the Load | mages menu item does not load the images into
the video buffer. The only way to load images into the video buffer is with the Load Vi deo Buffer
menu item.

To save the current stereo image to a file, use the Store Current (BMP) menu item. Color
information, if present, is saved as a 24-bit BMP file. A sequence of till images can be created by using
the correct format for the base name of the stored files, as described above.

If stereo processing is turned on and a disparity image has been produced, then it can be saved as an
8-bit BMPfile(Store Disparity Inage (BMP) ), orasatextfile(Store Disparity |mage
(Text) ). Sincethe number of bitsin the disparity pixelsis generally greater than 8, the BMP file only
contains the high-order bit information. The text file contains the full value for the disparity.

3D information (X,Y,Z values) can be saved to afile, if stereo processing is selected. Usethe St or e
3D Poi nt Array menu item.



Small Vision System User Manual 23

2.3 Display

smal | v displays two images in its display area. The left display is always the left input image.
Input images are displayed in grayscale, unless color information is present: in this case, the left image
will be shown in color.

The right display can be either the right input image, or the results of stereo processing. Processing
results are always displayed in “greenscal€’, using shades of green.

Either display can be turned off by unchecking the box underneath the display area. Turning off the
display will let smal | v run faster.

Images larger than 320x240 are automatically scaled down by factors of 2" to fit into a 320x240 area.
Smaller image sizes are displayed in the original size.

To display properly for human viewing, most video images are formatted to have a nonlinear
relationship between the intensity of light at a pixel and the value of the video signal. The nonlinear
function compensates for loss of definition in low light areas. Typically the function is x’, where ?is 0.45,
and the signal is called “gamma corrected.” Digital cameras, such as the MEGA-D, do not necessarily
have gamma correction. Thisis not a problem for stereo processing, but does cause the display to look
very dark in low-light areas. You can add gamma correction to the displayed image by choosing an
appropriate gamma value in the dider under the right display window (Figure 2-1).
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2.4 Stereo Processing and Parameters

In smal | v, stereo processing takes place in conjunction with the input of stereo images. The basic
cycleis.
get stereo pair -> process pair -> display pair

The input is either from live video or the buffer (Sections 2.1 and 2.1.9). In freeze mode, the same pair is
processed continuoudly, so adjustments can be made in stereo parameters.

2.4.1 Stereo Function

Stereo processing is turned on by choosing St er eo from the Functi on drop list. The stereo
disparity image will appear in the right display. Stereo disparities are encoded by green: brighter green is
a higher disparity, and therefore closer to the cameras (see Section 2.4.4 for a technical description of
disparity).

Disparities represent the distance between the horizontal appearance of an object in the stereo images.
The stereo process interpolates this distance to 1/16 pixel, eg., a disparity value of 45 represents a
displacement of 2 13/16 pixels. The maximum displacement currently supported is 80 pixels, so disparity
values range from 0 (no disparity) to 1280. Disparity values are returned as 16-bit (short) integers. The
values OxFFFF and OxFFFE are reserved for filtering results (Section 2.5)

If smal | v isrunning on an MMX processor (Pentium or AMD) then stereo processing is much
faster, taking advantage of the parallel data operations. The processor is queried and the MMX box is
checked if the instructions are available. You can turn the MM X processing on and off by toggling the
box. But, if your system does not have MM X instructions, you will not be able to turn it on.

2.4.2 3D Transformation

A pixel in the disparity image represents range to an object. This range, together with the position of
the pixel in the image, determines the 3D position of the object relative to the stereo rig. SVS contains a
function to convert disparity valuesto 3D points. These points can then be displayed in a 3D viewer.

To take the current disparity image and display it in 3D, press the 3D Di spl ay button. An
OpenGL window will show the 3D points constructed from the disparity image, and you can change the
viewpoint of the window to see the 3D structure (Figure 2-8).

The coordinate system for the 3D image is taken from the optic center of the |left camera of the stereo
rig. Z isalong the optic axis, with positive Z in front of the camera. X is along the camera scan lines,
positive values to the right when looking along the Z axis. Y isvertical, perpendicular to the scan lines,
with positive values down.

The X and Y position of the viewpoint, as well as rotation around the Z axis, can be changed with the
diders on the left sde of the window. The scale of the image can be changed as well. Finally, the
viewpoint can be rotated around a point in the image, to allow good assessment of the 3D quality of the
stereo processing. The rotation point is selected automatically by finding the point closest to the left
camera, near the optic ray of that camera. To rotate the image around this point, put the mouse in the 3D
window, and drag the pointer while holding the left button down.
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Figure 2-8 3D display window. Thered ray isthe optic ray from the left camera.
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2.4.3 Calibration

For good stereo processing, the two images must be aligned correctly with respect to each other. The
process of aligning images is called calibration. Generally speaking, there are two parts to calibration:
internal calibration, dealing with the properties of the individual cameras and especially lens distortion;
and external calibration, the spatial relationship of the cameras to each other. Both internal and external
calibration are performed by an automatic calibration procedure described in Section 4. The procedure
needs to be performed when lenses are changed, or the cameras are moved with respect to each other.

From the internal and external parameters, the calibration procedure computes an image warp for
rectifying the left and right images. 1n stereo rectification, the images are effectively rotated about their
centers of projection to establish the ideal stereo setup: two cameras with parallel optical axes and
horizontal epipolar lines (see Fig. 2-2). Having the epipolar lines horizontal is crucial for correspondence
finding in stereo, as stereo looks for matches along horizontal scanlines.

Figure 2-9 shows a pair of images of the calibration target taken with the MEGA-D stereo head and a
4.8 mm wide-angle lens. In the original images on the top, there is lens distortion, especially at the edges
of theimage: notice the curve in the target. Also, the images are not aligned vertically.

The bottom pair is the result of calibrating the stereo head and then rectifying the two original
images. Now the images are aligned vertically, and all scene lines are straight in the images.

Figure 2-10 shows sample disparity images for uncalibrated and calibrated cameras. Without
calibration, it isimpossible for the stereo algorithms to find good matches.

2.4.4 Disparity Search Range

Even with stereo rectification, it may not be possible to match every object in the scene, because the
horopter is not large enough. In this case, the horopter can be enlarged by changing the number of
disparities searched by the stereo process. This search range can vary from 8 to 80 pixels. Larger search

—

Figure 2-9 Original stereo pair (top) and rectified pair (bottom).
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ranges enlarge the horopter, but not in a linear fashion, i.e., a search range of 32 does not give twice the
horopter range of 16; see Section 4 for technical details.

Changing the disparity search size affects the time it takes to process stereo. A search space of 32
pixels will take about twice as long as a search space of 16 pixels. It will actually take a little less,
because there is some fixed overhead in processing the images. Obvioudy, the smallest search range
necessary for the application is the best choice.

Digparities are interpolated to 1/16 pixel, so a search range of 16 means that there are 256 integral
disparity values, ranging from O (no disparity) to 255 (maximum disparity of 15 15/16 pixels).

The search range is selected using the Di spari ti es valueinthe Par anet ers area. When the
range is switched, the disparity image will lighten or darken to reflect the changed values of disparities.

2.4.5 Adjusting the Horopter

The stereo rectification procedure sets up the horopter, or depth of field of stereo, so that objects are
matched from infinity to some distance in front of the camera. Objects closer than this near point will not
be matched, and will produce random disparity readings. The near point distance is a function of the
search size, the stereo baseline, and the focal length of the camera lenses. One can adjust the horopter by
adjusting a horizontal X offset, moving the depth range closer to the camera. The depth range desired in
the end application would drive the setting of this parameter. For example, if the image does not contain
any objects farther than a certain distance, the X offset can be adjusted so that the far point of the horopter
is at that distance. Changing the X offset causes the disparity display to get uniformly lighter or darker,
as the horopter is shifted and the disparity of an object changes. Adjusting the horopter to cover a specific
range of depthsis discussed in Section 4.

2.4.6 Pixel Information

SVS will show pixel information when the left button is clicked in either SVS display window. The
information is displayed in the text window in the format:

x232 y120 [131] [11] Xaaa Ybbb Zccc

The image coordinates of the mouse are given by the x, y values. The values in square brackets are the
pixel values of the left and right images. If the right image is displaying stereo disparities, then the right
value is the digparity value. Finally, the X, Y, Z values are the real-world coordinates of the image point,
in mm. Note that X, Y, Z values are calculated only if stereo is being computed, and to be accurate, a
good calibration file must be input (Section 4).

2.4.7 Correlation Window Size
The size of the correlation window used for matching affects the results of the stereo processing. A

Figure 2-10 Uncalibrated (left) and calibrated (right) disparity images.
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larger window will produce smoother disparity images, but will tend to “smear” objects, and will miss
smaller objects. A smaller window will give more spatial detail, but will tend to be noisy. Typical sizes
for the window are 9x9 or 11x11. The window size is selected using the Sum wi ndow drop list. Inthe
MMX implementation, not all window sizes are supported. More technical information on the correlation
window can be found in Section 3.4.

2.4.8 Multiscale Disparity

Multiscale processing can increase the amount of information available in the disparity image, at a
nominal cost in processing time. In multiscale processing, the disparity calculation is carried out at the
original resolution, and also on images reduced by 1/2. The extra disparity information is used to fill in
dropoutsin the original disparity calculation (Figure 3-8 in Section 2.4.8).

Multiscale processing isturned onin srral | v by enabling the Mul t i Scal e button.
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2.5 Filtering

Stereo processing will generally contain incorrect matches. There are two major sources for these
errors: lack of sufficient image texture for a good match, and ambiguity in matching when the correlation
window straddles a depth boundary in the image. The SVS stereo processing has two filters to identify
these mismatches: a confidence measure for textureless areas, and a left/right check for depth boundaries.

Areas that are filtered appear black in the displayed disparity image. To distinguish them from valid
disparity values, they have the special values OxFFFF (confidence regjection) and OxFFFE (left/right
rejection).

2.5.1 Confidence Filter

The confidence filter eliminates stereo matches that have a low probability of success because of lack
of image texture. Thereis athreshold, the confidence threshold, that acts as a cutoff. Weak textures give
a confidence measure below the threshold, and are eliminated by the filter.

The confidence threshold is adjusted using the Conf spin control in the Par anet ers area. A
good value can be found by pointing the stereo cameras at a textureless surface such as a blank wall, and
gtarting the stereo process. There will be alot of noise in the disparity display if the confidence threshold
isset to 0. Adjust the threshold until the noise just disappears, and is replaced by a black area.

The computational cost of the confidence filter is negligible, and it is usually active in a stereo
application.

2.5.2 Left/Right Filter

Each stereo camera has a dightly different view of the scene, and at the boundaries of an object there
will be an area that can be viewed by one camera but not the other. Such occluded areas cause problems
for stereo matches. Fortunately, they can be detected by a consistency check in which matching is done
first by using the left image as a fixed base, and then repeating the match using the right image as the
base. Disparity values for the same point that are not the same fail the left/right check. Typically, this
will occur near the boundaries of abjects.

The left/right check is controlled by three radio buttonsin the Par anmet er area. It can beturned on
or off. A third option is to perform the check, but instead of discarding disparity values that are
inconsistent, use the one that is smaller (further away). This option can fill in the areas around object
bordersin areasonable way. It isnot currently available under MMX processing.

The left/right check adds about 20% to the computational cost of the stereo process, but is usually
worth the effort.
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2.6 Saving and Restoring Parameters

All of the parameters that control the operation of the SVS Stereo Engine can be saved to a file for
later use. Parameter files can be loaded and saved using the File menu: Load Param Fil e and
Store Param Fil e.

The file dat a/ megad- 75. i ni contains a sample file for a 7.5 mm lens on the MEGA-D stereo
rig. It serves as an example of the settings available through parameter files. In practice, these settings
are usually computed using the calibration program, and then saved to a file for later use. But, it is also
possible to change the settings directly in the file.

# SVS Engine v 2.2 Stereo Canera Paraneter File

[ i mage]

max_| i nel en 1280

max_| i nes 960

max_deci mati on 4

max_bi nni ng 2
gamma 0. 700000
color O

i mage frame paraneters
max size of imager

al | owabl e deci mati on at i nager
al | owabl e bi nning in driver
gamma correction for display
0 for nmonochrome, 1 for color

ix 0 subwi ndow of f set

iy O

vergence 0 vergence of right subw ndow
rectified O

wi dth 320 subwi ndow si ze

hei ght 240

['inelen 320 wi ndow si ze

i nes 240

deci mation 2 current deci mati on and bi nni ng
bi nning 2

subwi ndow 1 1 for subw ndow capability

have rect 1 1if we have rectification paraneters
autogain O 1 if autogain avail able

manual gain 1 1 if manual gain available

autowhite 0O 1if auto white bal ance avail able

manual white 1 1 if manual white bal ance avail abl e

gain O current gain value [0,100], neg for auto

exposure 100
contrast O
bri ght ness 50
saturation 20

HHHIFHFHFHFEHFHEHHFHFHEE OH O OHF O H O H O HHFEHEH O OHH

current exposure [0,100], neg for auto
current contrast [0, 100]

current brightness [0, 100]

current saturation [0, 100]

red O current red gain [-40,40], neg for auto
blue 0 current blue gain [-40,40]

[ stereo] # stereo processing paraneters

convx 9 # prefilter kernel size

convy 9

corrxsize 11 # correl ati on wi ndow si ze

corrysize 11

thresh 20 # confidence threshold val ue

Ir 1 # left/right filter on (1) or off (0)
ndi sp 24 # nunber of disparities to search
dpp 16 # subpi xel interpolation

offx 0 # horopter offset

offy 0 # vertical inmage offset, not used

[ external ]
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Tx -89.458214 # transl ation between left and right caneras
Ty -0.277252

Tz -0.923279

Rx -0.008051 # rotation between left and right caneras

Ry -0.003771

Rz -0.000458

[left canera]
pwi dt h 1280
phei ght 960

dpx 0. 007500
dpy 0.007500

sx 1. 000000

Cx 582.260123
Cy 506. 081223

f 7.798704
kappal 0.002983

kappa2 -0.000040
pr oj projection matrix: fromleft camera 3D coords
to left rectified coordi nates
1. 041674e+003 6. 177793e+000 5. 666963e+002 0. 000000e+000
-6.957139e+000 1. 042596e+003 5. 022628e+002 0. 000000e+000
-6.576823e- 003 -3.900478e-005 1. 000000e+000 0. 000000e+000
rect # rectification matrix for |left canmera
1. 001883e+000 -5.935817e-003 1.956143e+001
6. 693463e- 003 1. 000873e+000 1.397722e+000
6. 313708e- 006 1.844243e-015 1. 000000e+000

nunber of pixels in the canera
pi xel spacing, mm

aspect ratio
canmera center, pixels

focal length, mm
radi al distortion paraneters

HH O OHFH OHH O H OH

[right canera]
pwi dt h 1280
phei ght 960

dpx 0. 007500
dpy 0.007500

sx 1.000000

Cx 548. 992956
Cy 495. 924832

f 7.834438
kappal 0.002722

kappa2 -0.000021
pr oj projection matrix: fromright canera 3D coords
to right rectified coordi nates

1.041674e+003 6. 177795e+000 5. 666964e+002 -9. 352453e+004
-6.957140e+000 1.042596e+003 5. 022628e+002 4.191134e - 004
-6.576824e- 003 -3.900531e-005 1.000000e+000 -9.225858e-005

rect # rectification matrix for right camera
1. 006349e+000 -9.720995e-003 -1.942293e+001
8. 006440e- 003 9.997475e-001 -1.474720e+000
9. 887915e- 006 -7.757015e-006 1.000000e+000

nunber of pixels in the canera
pi xel spacing, nmm

aspect ratio
canmera center, pixels

focal length, mm
radi al distortion paraneters

HH O OHFH OHH O OH OH
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3 Stereo Geometry

Stereo algorithms compute range information to objects by using triangulation. Two images at
different viewpoints see the object at different positions: the image difference is called disparity. This
section discusses the basic equations that govern the relationship between disparity and range.
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3.1 Disparity

The figure below displays stereo geometry. Two images of the same object are taken from different
viewpoints. The distance between the viewpoints is called the baseline (b). The focal length of the lenses
isf. The horizontal distance from the image center to the object image is dl for the left image, and dr for
the right image.

7 [

Figure 3-1. Definition of disparity: offset of the image location of
an object.

Normally, we set up the stereo cameras so that their image planes are embedded within the same
plane. Under this condition, the difference between dl and dr is called the disparity, and is directly related
to the distance r of the object normal to the image plane. The relationship is:

(U)r=bf/d,whered=dI -dr .

Using Equation 1, we can plot range as a function of disparity for the STH-V1 stereo head. At their
smallest baseling, the cameras are about 8 cm apart. The pixels are 14 um wide, and the standard lenses
have a focal length of 6.3 mm. For this example, we get the plot in Figure 3-2. The minimum range in
this plot is 1/2 meter; at this point, the disparity isover 70 pixels; the maximum range is about 35 meters.
Because of the inverse relationship, most of the change in disparity takes place in the first several meters.

The range calculation of Equation (1) assumes that the cameras are perfectly aligned, with parallel
image planes. In practice thisis often not the case, and the disparity returned by the Stereo Engine will be
offset from the ideal disparity by some amount X,. The offset is explained in the section below on the
horopter, and in the section on calibration.
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Figure 3-2. Inverserelationship between disparity and range. This plot
isfor afocal length of 6.3 mm, a baseline of 80 mm, and a pixel
width of 14 mm.
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3.2 Horopter

Stereo algorithms typically search only a window of disparities, e.g., 16 or 32 disparities. In this case,
the range of objects that they can successfully determine is restricted to some interval. The horopter isthe
3D volume that is covered by the search range of the stereo algorithm. The horopter depends on the
camera parameters and stereo baseline, the disparity search range, and the X offset. Figure 3-3 shows a
typical horopter. The stereo algorithm searches a 16-pixel range of disparities to find a match. An object

Plane of
furthest
Plane of match

16 disparities

Figure 3-3 Horopter planesfor a 16-pixel disparity search.

that has a valid match must lie in the region between the two planes shown in the figure. The nearer
plane has the highest disparity (15), and the farthest plane has the lowest disparity (0).

The placement of the horopter can be varied by changing the X offset between the two images, which
essentially changes the search window for a stereo match. Figure 3-5 shows the raw disparities for a
typical stereo head. The cameras are dightly verged, so a zero disparity plane (where an object appears at
the same place in both images) occurs at some finite distance in front of the cameras. If the stereo
algorithm is searching 5 disparities, then without any X offset, it will search as shown in the top red
arrow, that is, from disparity O to disparity 4. By offsetting one image in the X direction by n pixels, the
horopter can be changed to go from —n to 5-n raw digparities. This search range isindicated by the lower
red arrow.

Generally, it isa good idea to set the X offset to compensate for camera vergence or divergence, that
is, to set it so that the furthest horopter planeis at infinity. The reason that thisis a good idea is because
it's usually possible to control how close objects get to the camera, but not how far away. The offset that
puts the far horopter plane at infinity is called Xo. With this offset, a disparity of O indicates an infinitely
far object.

The horopter can be determined from Equation (1). For example, if the disparity search window is O-
31, the horopter (using the graph above) will be from approximately 1 meter to infinity. The search
window can be moved to an offset by shifting the stereo images along the baseline. The same 32 pixel
window could be moved to cover 10-41 pixel disparities, with a corresponding horopter of 0.8 meters to
2.2 meters.
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Disparity: 5432 1 0 -1 2 -3
= e

Figure 3-5. Planes of constant disparity for verged stereo cameras. A search range
of 5 pixels can cover different horopters, depending on how the sear ch is offset
between the camer as.

The location and size of the horopter depends on the application. If an object falls outside the
horopter, then its true disparity will not be found, and instead it will get some random distribution of
disparities. Figure 3-4 shows what happens when the object's range falls outside the horopter. In the left
image, the disparity search window is correctly positioned so that objects from 1 meter to infinity are in
view. In the right image, the window has been moved back so that objects have higher disparities.
However, close objects are now outside of the horopter, and their disparity image has been "broken up"
into a random pattern. Thisistypical of the disparity images produced by objects outside the horopter.

For a given application, the horopter must be large enough to encompass the ranges of objects in the
application. In most cases, this will mean positioning the upper end of the horopter at infinity, and
making the search window large enough to see the closest objects.

The horopter is influenced not only by the search window and offset, but also by the camera
parameters and the baseline. The horopter can be made larger by some combination of the following:

?? Decreasing the baseline.

?? Decreasing the focal length (wider angle lenses).

?? Increasing pixel width.

?? Increasing the disparity search window size.

As the cameras are moved together, their viewpoints come closer, and image differences like disparity
are lessened. Decreasing the focal length changes the image geometry so that perceived sizes are smaller,
and has a smilar effect. It also makes the field of view larger, which can be beneficial in many
applications. However, very small focal length lenses often have significant distortion that must be
corrected (see the section on calibration). Another way to change the image geometry isto make the pixels
wider. This can be done by scaling the image, e.g., from 320x240 to 160x120, which doubles the pixel
size. Note that it is only necessary to change the pixel width. Most framegrabbers have hardware scaling

Figure 3-4. Disparity image for all regions withing the horopter (left) and
some regions outside the hor opter (right).
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to arbitrary resolutions.

These first three options change the camera geometry, and thus have a corresponding effect on the
range resolution, which decreases (see below). The only way to increase the horopter size and maintain
range resolution is to increase the disparity search window size, which leads to more computation.
Multiresolution methods, which use several sizes of an image, each with its own horopter, are one way to
minimize computation (see, for example, the paper by locchi and Konolige at
www.ai.sri.conv~konolige/svs).
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3.3 Range Resolution

Often it's important to know the minimal change in range that stereo can differentiate, that is, the
range resolution of the method. Give the discussion of stereo geometry above, it's easy to see that that
range resolution is a function of the range itself. At closer ranges, the resolution is much better than
farther ranges.

Range resolution is governed by the following equation.

(2) 2 r = (r¥bf) 2d

The range resolution, ?r, is the smallest change in range that is discernable by the stereo geometry,
given a change in disparity of ?d. The range resolution goes up (gets worse) as the square of the range.
The baseline and focal length both have an inverse influence on the resolution, so that larger baselines
and focal lengths (telephoto) make the range resolution better. Finally, the pixel size has a direct
influence, so that smaller pixel sizes give better resolution. Typically, stereo algorithms can report
disparities with subpixel precision, which also increases range resolution.

The figure below plots range resolution as a function of range for the STH-MD1 (MEGA-D) stereo
head, which has a baseline of 9 cm. The Stereo Engine interpolates disparities to 1/16 pixel, so ?d is1/16
* 7.5 um = 0.08533 um. The range resolution is shown for a sampling of different lens focal lengths. At
any object distance, the range resolution is a linear function of the lens focal length.

Equation 2 shows the range resolution of a perfect stereo system. In practice, video noise, matching
errors, and the spreading effect of the correlation window all contribute to degrading this resolution.

Range resolution is not the same as range accuracy, which is a measure of how well the range
computed by stereo compares with the actual range. Range accuracy is sendtive to errors in camera
calibration, including lens distortion and camera alignment errors.

+ Figure No_ 1 _ (O] =]
File  Edit Window Help

Range Resolution for Thiee Different Lenses
1 20 T T T T T T T T T

100 + -

80 - 1

60 -

40 -

Range Resolution {mm)

Distance to Object {m)

Figure 3-6. Range resolution as a function of range. This plot assumes a baseline of 90
mm, and a pixel size of 7.5 um, with subpixel resolution of 1/16 pixel.
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3.4 Area Correlation Window

Stereo analysis is the process of measuring range to an object based on a comparison of the object
projection on two or more images. The fundamental problem in stereo analysis is finding corresponding
elements between the images. Once the match is made, the range to the object can be computed using the
image geometry.

Area correlation compares small patches, or windows, among images using correlation. The window
size is a compromise, since small windows are more likely to be similar in images with different
viewpoints, but larger windows increase the signal-to-noise ratio. Figure 3-7 shows a sequence of
disparity images using window sizes from 7x7 to 13x13. The texture filter was turned off to see the
effects on less-textured areas, but the left/right check was left turned on.

There are several interesting trends that appear in this side-by-side comparison. First, the effect of
better signal-to-noise ratios, especially for lesstextured areas, is clearly seen as noise disparities are
eliminated in the larger window sizes. But there is a tradeoff in disparity image spatial resolution. Large
windows tend to “smear” foreground objects, so that the image of a close object appears larger in the
disparity image than in the original input image. The size of the subject’s head grows appreciably at the
end of the sequence. Also, in the 7x7 the nose can be seen protruding dightly; at 13x13, it has been
smeared out to cover most of the face.

One of the hardest problems with any stereo algorithm is to match very small objectsin the image. If
an object does not subsume enough pixels to cover an appreciable portion of the area correlation window,
it will beinvisbleto stereo processing. If you want to match small objects, you have to use imagers with
good enough spatial resolution to put lots of pixels on the object.



Small Vison System User Manual

Figure 3-7 Effects of the area correlation window size. At top isthe original left
intensity image. The greenscale images show windows of 7x7, 9x9, 11x11,
and 13x13 windows (clockwise from upper left).

40
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3.5 Multiscale Disparity

Multiscale processing can increase the amount of information available in the disparity image, at a
nominal cost in processing time. In multiscale processing, the disparity calculation is carried out at the
original resolution, and also on images reduced by 1/2. The extra disparity information is used to fill in
dropoutsin the original disparity calculation (Figure 3-8).

% SRI Smallv Stereo System - = x]

File Device ‘“ideo.. Subwindow .. Calibrate.. Debug...

el |

Rate: 338 | Left  |25286 poits, certer (0.0571) [Rigt |075 Gamma
Input: IFiIe = Single | Function: !Stereo = Conf: 1' g _}j Disparity: l! 32 ll
Size: 3204240 | E Cmtinuousi 3D Display | [ hnte | SRl Windaw: 1| 11 ﬂ
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File Device “ideo.. Subwindowe.. Calibrate.. Debug...
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Figure 3-8 Effects of multiscale disparity calculation. Upper figure shows disparity dropouts in a
typical scene, where there is not enough texture for correlation to be reliable. Adding disparity
information from a %2 resolution image (lower part of figure) shows additional coverage in the
disparity image.
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3.6 Filtering

Like most vision algorithms, the results of stereo processing can contain errors. In the case of stereo,
these errors result from noisy video signals, and from the difficulty of matching untextured or regularly
textured image areas. Figure 3-9 shows a typical disparity image produced by the SRI algorithm. Higher
disparities (closer objects) are indicated by brighter green (or white, if this paper is printed without color).
There are 64 possible levels of digparity; in the figure, the closest disparities are around 40, while the
furthest are about 5. Note the significant errors in the upper left and right portion of the image, where
uniform areas make it hard to estimate the disparity.

In Figure 3-9(c), the interest operator is applied as a postfilter. Areas with insufficient texture are
rejected as low confidence: they appear black in the picture. Although the interest operator requires a
threshold, it’s straightforward to set it based on noise present in the video input. Showing a blank gray
area to the imagers produces an interest level related only to the video noise; the threshold is set dightly
above that. Or, more smply, you can use the temporal variance of poorly textured matches to adjust the
texture threshold. Observing the disparity image during realtime display, there will usually be areas that
flicker rapidly. Adjust the threshold upward until these regions disappear. If there are no such regions,
adjust the threshold downward until just before they appear.

(@) Input grayscale image, one of a stereo pair (b) Disparity image from area correlation

(c) Texturefilter applied (d) Left/right and texture filter applied

Figure 3-9 Post-filters applied to a disparity image. (c) isatexturefilter that eliminates
textureless areas. (d) isa consistency check between left and right stereo matches.

There are still errors in portions of the image with disparity discontinuities, such as the side of the
subject’s head. These errors are caused by overlapping the correlation window on areas with very
different disparities. Application of a left/right check can eliminate these errors, asin Figure 3-9(d). The
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left/right check can be implemented efficiently by storing enough information when doing the original
disparity correlation.

In practice, the combination of an interest operator and left/right check has proven to be the most
effective at eliminating bad matches.
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3.7 Performance

Using standard PC hardware, running either MS Windows 95/98/ME/2000/XP/NT or Linux, the SVS
can compute stereo range in real time. Table 3-1 gives some typical timings for a 500 MHz Pentium 111
processor. Because the Stereo Engine has a very small memory footprint, the timings scale almost
linearly with increasing processor speed. These timings include the complete stereo algorithm detailed
above: dewarping of input images, disparity computation and interpolation, and post-filtering using a
texture filter and left/right filter.

Frame size Number of Frame Rate
Disparities

160x120 16 180 Hz

160x120 32 100 Hz

320x240 16 45 Hz

320x240 32 24 Hz

640x480 32 6 Hz

Table3-1 Processing rateson a Pentium I11
500 M Hz machine.
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4 Calibration

NOTE: There is a Calibration Addendum manual that details the exact steps necessary to
perform calibration, and includes troubleshooting information. Please consult that manual for more
detailed information about the calibration procedure.

Most stereo camera setups differ from an ideal setup in which the cameras are perfect pinhole imagers
and are aligned precisely parallel. The divergence from ideal causes problemsin the quality of the stereo
match since epipolar lines are not horizontal. In addition, if the camera calibration is unknown, one does
not know how to interpret the stereo disparities in terms of range to an object. Camera calibration
addresses these issues by creating a mathematical model of the camera.

SV S incorporates a smple automatic procedure for calibration, using a planar object that can be
printed on a standard printer. The calibration is preformed by fitting a model to a number of images
taken of a planar calibration object. The user presents the object to the stereo rig in five different
(arbitrary) poses. The calibration procedure finds model featuresin the images, and then calculates a
best-fit calibration for the rig. The procedure works for many different combinations of imagers,
baselines, and lenses, including wide-angle lenses with severe distortion.

When is it necessary to perform calibration? In general, whenever an action changes the camera
intrinsics (lens focal length and center axis) or extrinsics (the cameras move with respect to each other).
Here are some actions that would necessitate re-calibration:

Changing lenses

Screwing the lensesin or out of their mount

Zooming, if the lenses are zoom lenses

Changing the baseline of the cameras

Any movement or rotation of one camera independent of the other, e.g., severe vibration or shock
can change the cameras’ relative position

A rigid mount that keeps the cameras stable with respect to each other is a necessity for a stereo rig. For
example, the MEGA-D uses an extruded aluminum frame to stabilize the cameras. There are some
actions that do not require re-calibration:

?? Changing the lens focus with a focusing ring on the lens

?? Changing the lens aperture

33 II

The next section reviews the calibration procedure, detailing the steps required to generate a
calibration file.
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4.1 Calibration Procedure

An automatic calibration procedure using five image pairs of a planar calibration target is included as
part of the smal | v program. Given the image pairs of the calibration object, the system automatically
locates corner features in the target, fits a model of the target to the images, and finally produces an
estimate for the left and right camera intrinsics, the stereo head extrinsics, and the rectification matrices
Py, P, Hy, and H,. These values are then used by smal | v, and can also be saved as a parameter file

for later re-use. More information about the calibration procedure can be found in the Calibration
Addendum to the User’s Manual .

41.1
1.

Calibration procedure steps

Create the calibration object. Print out a copy of the file dat a/ check. pdf (Figure 4-1) and
paste it to a surface that is as flat as possble. We use a wooden cutting board as a backing
surface at SRI.

Start the smal | v application and start capturing video. It is recommended that you set the video
resolution to at least 320x120 in order to get enough detail of the calibration object. A calibration
computed when capturing video at a higher resolution can be used for future video captured at
any resolution with the same cameras.

Bring up the calibration window by pressing the Cal i br at e...menu button. Fig. 4-4 showsthe
calibration dialog window (the figure shows the dialog after an image has been captured and
processed).

Determine the appropriate characteristics of the camera imagers and enter them into the four
boxes in the middle of the dialog. If you have one of the Videre Design stereo heads, check the
appropriate box and the parameters are loaded automatically.

Acquire five stereo pairs of the calibration object at different rotations and trandations. Try to
avoid views that differ by a smple trandation, as they are less informative than views with
variation in rotation. As shown in Fig 4-4, there is a tab control that shows only one pair at a
time; choose a tab to select another pair. To capture the current video feed into a stereo pair box,
simply press the capture button. You can also save and load images to and from disk using the
| oad and save buttons.

Figure 4-1 Checkerboard calibration object.
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Figure 4-4 Smallv calibration dialog window.

6. Detect the corner features in all views by pressing the f eat ur es button in the lower bar of
buttons. This cycles through all the images, displaying the cornersin green as they are detected.

If the feature finder fails on an image, please re-capture the image and redetect the features.

When redetecting features for a single stereo pair, use the f eat ur es button in the stereo pair

box.

7. Compute the calibration parameters (intrinsics, extrinsics) and rectification matrices by pressing
thecal i br at e button in the lower button bar. This operatesin three phases:

a) Calibratesindividual views using a planar modd of the calibration object. The projection of
these model featuresis shown in red.

b) Calibrates all the views jointly using nonlinear optimization over all the intrinsic and
extrindgc parameters. This phase usually takes a few minutes, and when finished, the
projected model features are shown in yellow.

c) Computes the rectification matrices from the joint calibration in (b).

8. When the calibration is finished, the parameter listing at the bottom is updated, and you have a
couple additional options in the lower button bar: save writes the parameter file to disk and OK
exits the calibration dialog and transfers the new parameters to the main smal | v window.
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4.1.2 Calibration Target

The standard calibration target, check. pdf , can be printed out on a single piece of 8.5 x 11 inch
paper. In some cases, thisimage is too small, e.g., when using wide baseline cameras. There is another
target, check?2. pdf , that has squares twice as large as the standard one (54 mm instead of 27 mm).
This target must be assembled from four printed pieces of 8.5 x 11 inch paper. It is recommended for
large-baseline systems, where the target must be placed at a distance from the cameras in order to be seen
in both of them.

4.1.3 Imager Characteristics

The calibration process must be related to the geometry of the camera imagers. There are three
important parameters:
1. Pixel sizein mm (width and height)
2. Thewidth of the imager in pixels
3. Thewidth of the image output by the framegrabber

The stereo rigs from Videre Design (MEGA-D, STH-V2, and STH-V3) have preset values; just use the
appropriate button in the Calibrate dialog. Otherwise, select the Cust om value, and choose values
according to the instructions below.

The pixel size can be found from the specifications of the imager. If you cannot find these, just use
defaults of 0.010 mm. The calibration will determine the pixel aspect ratio (width / height). The
calibrated lens focal length will not be correct because the pixel scale will be off, but that will not change
the validity of the calibration.

The imager width is the number of sels (sensor elements) in each line of the imager. Again, this can
be found in the imager specifications. If these are not available, just use the image width as it comes from
the framegrabber, e.g., for NTSC video it is 640.

The framegrabber width is the width of the image output by the framegrabber, in pixels. Typically it
will be an analog NTSC signal, which is 640 pixels. For digital imagers, such asthe MEGA-D, the image
size in sels and the framegrabber width are the same.
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5 API Reference — C++ Language

With SVS 2.2x, the standard programming interface to the SVS libraries isin C++. To add stereo
processing to your own programs, you call functions in the Stereo Engine library. These functions are
available in svs. dl | (Windows 95/98/2000/NT) or | i bsv. so (Unix systems). The header file is
src/ svscl ass. h. Thecurrent version of the library is 2.2d.

Source code samples for the C++ APl are in the directory sanpl es/ . A simple example of the use
of these functionsisin the sample program sanpl es/ st f r ane. ¢ pp.
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5.1 Threading and Multiple Stereo Devices

5.1.1 Threading Issues

The SVS core library functions (svs. dl | , | i bsvs. so) are thread-safe: they can be used in any
thread in a process. Of course, the user is responsible for not overlapping calls in different threads, e.g.,
starting up two competing disparity calculations using the same aobject in different threads.

The MEGA-D and Dual-DCAM acquisition libraries are also thread-safe, in general. However, there
are some known quirks under MS Windows. The most obvious of these is the Cpen() call for the
MEGA-D. This call must be made in the main thread. Subsequent accesses using Get | mage() canbe
made in any thread.

Graphic window output is handled by the FLTK cross-platform windowing system. This system is
not, in general, thread safe. Callsto the FLTK functions must all be made from the same thread; multiple
threads are allowed in the application program, as long as all FLTK calls come from the same thread.
Thereis a nascent thread locking mechanism in FLTK, but it is not yet incorporated into SVS.

5.1.2 Multiple Devices

Multiple stereo devices (MEGA-D and Dual-DCAM) can be accessed simultaneously from a single
process, or from multiple processes. Only one process may access a given device, using an Gpen() call.
Once this call is made, subsequent calls to Qpen() from other processes will fail until the device is
released.

Currently, there are several restrictions on multiple device usage. Mogt of these restrictions apply to
the MEGA-D.

1. Under Win32, the MEGA-D reserves most of the bus bandwidth, even if the frame rate is
lowered with the SetRate() call. Therefore, for the present it is possible to stream video from
multiple devices smultaneoudy only if they are on different IEEE 1394 busses, i.e., attached
to separate IEEE 1394 cards. This restriction should be lifted in the near future. Thereisno
such restriction under Linux.

2. When using multiple devices on the same |EEE 1394 bus, it may be necessary to lower the
frame rate or frame size before starting streaming video. For example, the Dual-DCAM can
use most of the bus bandwidth at 640x480, 15 Hz. Setting the frame rate to 7.5 Hz, or the
frame size to 320x240, will allow more devices to be accessed.
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5.2 C++ Classes

There are three main classes for SVS: classes that encapsulate stereo images, classes that produce the
images from video or file sources, and classes that operate on stereo images to create disparity and 3D
images. These classesare displayed in Figure 5-1. The header fileissr ¢/ svscl ass. h.

The basic idea isto have one class (svs St er eol nage) for stereo images and the resultant disparity
images, which performs all necessary storage allocation and insulates the user from having to worry about
these issues. Stereo image objects are produced from video sources, stored image files, or memory buffers
by the svsAcqui r el mages classes, which are also responsible for rectifying the images according to
parameters produced by the calibration routines. Disparity images and 3D point clouds are produced by
the stereo processing class svsSt er eoPr ocess acting on stereo image object, with the results stored
back in the stereo image object. Finally, display classes allow for easy display of the images within a GUI.

Figure 5-2 shows a smple example of using the classesto produce and display stereo disparity results.
Thefull program exampleisin sanpl es/ st f rame. cpp. Thebasic operations are:

1. Make a video source object and open it. Which video source is used depends on which
framegrabber interface file has been loaded: see Section 2.1.2.
Make a stereo processing object for producing disparity results from a stereo image.
Make some display window objects for displaying images and disparity results.
Open the video source.
Set the frame size and any other video parameters you wish, and read in rectification
parameters from afile.
Start the video acquisition.
7. Loop:
a. Get the next stereo image.
b. Calculate disparity results.
c. Digplay theresults.

arpLODd

o

I mage sour ce Stereo | mage and Stereo Processing Display classes

classes Parameter classes classes

svsAcqui r el mages svsSt er eol mage svsSt er eoProcess svsW ndow
svsVi deol nages svsGW ndow
svsFi | el mages svsl nagePar ans svsDebugW n

svsRect Par ans
svsDi st Par ans

Figure5-1 SVS C++ Classes
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/1 Make a video source object, using the | oaded franegrabber interface
svsVi deol mages *vi deoObj ect = get Vi deoObj ect();

/1 Make a stereo processing object
svsSt er eoProcess *processObj ect = new svsStereoProcess();

/1 Open the video source
bool ret = videoObject ->Cpen();
if (lret) { .error code...}

/1 Read in rectification paranmeters
vi deoObj ect - >ReadPar ans(“. . / dat a/ megad- 75.ini ") ;

/1 Set up display w ndows

int width = 320, height = 240;

svsW ndow *wi n1 = new svsW ndow( wi dt h, hei ght);
svsW ndow *wi n2 = new svsW ndow( wi dt h, hei ght);
wi nl->show();

wi n2- >show() ;

/1 Start up the video stream

vi deoObj ect - >Set Si ze(wi dt h, height);
ret = videoCbject->Start();

if (!ret) { ...error code ...}

/1 Acquisition |oop
while (1)
{
/1 Get next inmge
svsSt ereol nage *i mageObj ect = vi deooj ect - >Get | mage(400) ;
if (!imagebject) { ...error code .}
/1 calculate disparity inmage
processObj ect - >Cal cSt er eo(i mageChj ect) ;
/'l display left image and disparity inage
wi n1->Dr awl mage(i mageCbj ect, svsSLEFT);
wi n2->Dr awl mage(i mageCbj ect, svsDl SPARITY);
}

Figure5-2 A simple program for video acquisition and stereo processing. The full programisin
sampl es/ stfrane. cpp.
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5.3 Parameter Classes

svsl magePar ams Image frame size and subwindow parameters
svsRect Par ans I mage rectification parameters
svsDi spPar ans Image stereo processing (disparity) parameters

Parameter classes contain information about the format or processing characteristics of stereo image
objects. Each stereo image object contains an instance of each of the above classes. Application programs
can read these parameters to check on the state of processing or the size of images, and can set some of
the parameters, either directly or through class member functions.

5.3.1 Class svsimageParams

Frame size and subwindow parameters for stereo images. In general, the only way these parameters
should be changed is through member functions of the appropriate objects, e.g., using Set Si ze in the
svsVi deol mages class.

5.3.2 Class svsRectParams

Rectification parameters for stereo images. They are used internally by the rectification functions.
Application programs should not change these parameters, and will have few reasons to look at the
parameter values. Rectification parameters are generated initially by the calibration procedure, then
written to and read from parameter files.

5.3.3 Class svsDispParams

Disparity parameters control the operation of stereo processing, by specifying the number of
disparities, whether left/right filtering is on, and so on. Mogt of these parameters can be modified by
application programs.
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5.4 Stereo Image Class

svsSt er eol nage | Stereo image class |

The stereo image class encapsul ates information and data for a single stereo image pair, along with
any of its processed results, e.g., disparity image or 3D point cloud.

Stereo  image objects are usually produced by one of the image acquisition classes
(svsVi deol mages or svsFi | el mages), then processed further by an svsSt er eoPr ocess object.

An svsSt er eol mage object holds information about its own state. For example, there are Boolean
flags to tell if there is a valid set of stereo images, whether they are rectified or not, if a valid disparity
image has been computed, and so on.

The svsSt er eol nage class handles all necessary allocation of buffer space for images. User
programs can access the image buffers, but should be careful not to de-allocate them or destroy them.

5.4.1 Constructor and Destructor

svsSt er eol mage() ;
~svsSt er eol mage() ;

Constructor and destructor for the class. The constructor initializes most image parameters to default
values, and sets all image data to NULL.

char error[ 256];

If a member function fails (e.g., if ReadFrontil e returns f al se), then error will usualy
contain an error message that can be printed or displayed.

5.4.2 Stereo Images and Parameters

bool havel mages; /1 true if we have good stereo inages

bool haveCol or; /1 true if left image color array present
bool haveCol or Ri ght; /1 true if right inage color array present
svsl nagePar ans i p; /1 image format, particular to each object

unsi gned char *Left(); // left image array

unsi gned char *Right(); // right inmage array

unsigned long *Color(); // left-color image array
unsigned long *ColorRight(); // right-color image array

These members describe the stereo images present in the object. If stereo images are present,
havel mages is true. The stereo images are always monochrome images, 8 bits per pixel.
Additionally, there may be a color image, corresponding to the left image, and a color image for the right
imager, if requested. Color images are in RGBX format (32 bits per pixd, first byte red, second green,
third blue, and fourth undefined). If the left color image is present, haveCol or istrue. The color
image isn't used by the stereo algorithms, but can be used in post-processing, for example, in assigning
color values to 3D points for display in an OpenGL window. Similarly, if the right color image is present,
haveCol or Ri ght istrue. The color images may be input independently of each other.

Frame size parameters for the images are stored in the variable i p. The parameters should be
considered read-only, with one exception: just before calling the Set | mage function.

TheLeft, R ght, and Col or functions return pointers to the image arrays. User programs should
not delete this array, since it is managed by the stereo object.
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5.4.3 Redctification Information

bool isRectified; // have we done the rectification already?
bool haveRect; /1 true if the rectification parans exist
svsRectParams rp; // rectification parans, if they exist

The images contained in a stereo image object (left, right and left-color) can be rectified, that is,
corrected for intra-image (lens distortions) and inter-image (spatial offset) imperfections. If the images
arerectified, then the variablei sRect i fi ed will bet r ue.

Rectification takes place in the svsAcqui r el mage classes, which can produce rectified images
using the rectification parameters. The rectification parameters can be carried along with the stereo
image object, where they are useful in further processing, for example, in converting disparity images into
a 3D point cloud.

If rectification parameters are present, the haveRect variableistrue. The rectification parameters
themselvesarein ther p variable.

5.4.4 Disparity Image

bool haveDi sparity; /1l have we cal cul ated the disparity yet?
svsDi sparityParans dp; // disparity inmage par aneters
short *Disparity(); /1 returns the disparity inmage

The disparity image is computed from the stereo image pair by an svsSt er eoPr ocess object. It
isan array of short integers (signed, 16 bits) in the same frame size as the input stereo images. The image
sizecan befound inthei p variable. It isregistered with the left stereo image, so that a disparity pixel at
X,Y of the disparity image corresponds to the X,Y pixel of the left input image. Values of —1 and —2
indicate no disparity information is present: -1 is for low-texture areas, and —2 is for disparities that fail
the left/right check.

If the disparity image has been calculated and is present, then haveDi sparity istrue. The
parameters used to compute the disparity image (number of disparities, horopter offset, and so on) arein
the parameter variable dp.

The disparity image can be retrieved using the Di spari ty function. Thisfunction returns a pointer
to the disparity array, so it is very efficient. User programs should not delete this array, since it is
managed by the stereo object.

5.4.5 3D Point Array

bool have3D, /1 do we have 3D information?

i nt nunPoi nt s; /1 nunmber of points actually found
float *X, *Y, *Z /1 3D point arrays

bool *V, /1 valid 3D point

The 3D point arrays are the 3D points that correspond to each pixel in the left input image. Each
array has the same size (width and height) as the input stereo images. The 3D point array is computed
from the disparity image using the external camera calibration parameters stored in rp. An
svsSt er eoPr ocess object must be used to compute it.
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Each point is represented by a coordinate (X,Y,Z) in a frame centered on the left camera focal point.
The Z dimension is distance from the point perpendicular to the camera plane, and is always positive for
valid disparity values. The X axis is horizontal and the positive direction is to the right of the center of
the image; the Y axis is vertical and the positive direction is down relative to the center of the image (a
right-handed coordinate system). The Boolean array V is used to indicate when there is a valid disparity
reading at a pixel, generating a valid 3D point.

If the 3D array is present, then have3Distrue. The actual number of 3D points present in the arrays
isgiven by nunPoi nt s.

5.4.6 Filel/O

bool SaveToFil e(char *basenane); /'l saves images and parans to files
bool ReadFrontil e(char *basenane); // gets inages and parans fromfiles
bool ReadParans(char *nane); /1 reads just parans fromfile

bool SaveParans(char *nane); /] save just parans to file

Images and parameters in a stereo object can be saved to a set of files (SaveToFi | e), and read back
in from these files (ReadFr onti | €). The basename is used to create a file set. For example, if the
basename is TESTI MAGE, then thefilesset is:

TESTI MAGE- L. bnp /1 left image, if present

TESTI MAGE- R bnp /1 right image, if present
TESTI MAGE- C. bnp /1 left color image, if present
TESTI MAGE. i ni /1 parameter file

Just the parameters can be read from and written to a parameter file, using ReadPar ans and
SavePar ans. These functions take the explicit name of the file, e.g., TESTI MAGE. i ni . Parameter
files have the extension . i ni , by convention.

5.4.7 Copying Functions

voi d Setlmages(unsigned char *left, // Sets inmages fromuser data
unsi gned char *right,
unsi gned char *col or,
unsi gned char *col or_ri ght,
svsl mageParans *ip = NULL,
svsRect Parans *rp = NULL,
bool rect = fal se,
bool copy = f al se);
voi d CopyFron{svsStereol mage *si); // copies contents of si to object

These functions are not used in typical applications, since they manipulate the stereo object buffers.
User programs can insert buffer data into a stereo image object using the above functions. These functions
are generally useful for making memory buffers of sequences of images, rather than for initial input of
images. For example, if you want to input images from your own stereo rig, with images stored in
memory, it is recommended to use the svsSt or edl mages acquisition class, which will produce
svsSt er eol mage samples. Acquisition classes can perform rectification operations, while the
svsSt er eol mage class cannot.

Optional parameter information can be supplied with the images, via the parameter arguments;
otherwise, the parameters already present in the object remain the same. If any of the image argumentsis
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NULL, then no image data is inserted for that image. If the copy argument is t r ue, then the buffer
contents are copied onto the stereo image object’s own buffers. If not, then the input buffers are used
internally.
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5.5 Acquisition Classes

svsAcqui r el mages Base class for all acquisition
svsVi deol mages Acquire from a video source
svsFi | el mages Acquire from afile source
SvsSt or edl mages Acquire from a memory sourcde

Acquisition classes are used to get stereo image data from video or file sources, and put it into
svsSt er eol mage dtructures for further processing. During acquisition, images can be rectified, that
is, put into a standard form with distortions removed. Rectification takes place automatically if the
calibration parameters have been loaded into the acquisition class.

The two subclasses acquire images from different sources. svsVi deol mages uses the capture
functions in the loaded svsgr ab DLL to acquire images from a video device such asthe MEGA-D stereo
head. svsFi | el mages acquiresimagesfrom BMP files stored on disk.

5.5.1 Constructor and Destructor

svsAcqui r el mages();
virtual ~svsAcquirel mages();

These functions are usually not called by themselves, but are implicitly called by the constructors for
the subclasses svsVi deol mages and svsFi | el nages.

5.5.2 Redctification

bool HaveRect ();

bool Set Rect (bool on);

bool GetRect();

bool IsRect();

bool ReadParans(char *nane);
bool SaveParans(char *nane);

These functions control the rectification of acquired images. HaveRect () istrue when rectification
parameters are present; the normal way to input them is to read them from a file, with ReadPar ans() .
The argument is a file name, usually with the extension . i ni . If the acquisition object has rectification
parameters, they can be saved to afileusing SavePar ans() .

Rectification of acquired imagesis performed automatically if HaveRect () istrue, and rectification
processing has been turned on with Set Rect (). Calling ReadParans() will also turn on
Set Rect () . The state of rectification processing can be queried with Get Rect () .

If the current image held by the acquisition object is rectified, the | sRect () function will return
true.

5.5.3 Controlling the Image Stream

bool CheckPar ans()

bool Start ()

bool Stop()

svsSt er eol mage *Get | mage(int ns)
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An acquisition object acquires stereo images and returns them when requested. These functions
control the image streaming process.

CheckPar ans() determinesif the current acquisition parameters are consistent, and returns true if
so. This function is used in video acquisition, to determine if the video device supports the modes that
have been set. If the deviceisnot opened, CheckPar ans() returnsf al se.

Start () sartsthe acquisition streaming process. At this point, images are streamed into the object,
and can beretrieved by calling Get | mage() . Get I mage() will up to ms milliseconds for a new image
before it returns; if no image isavailable in thistime, it returns NULL. If animage isavailable, it returns
an svsStereol mage object containing the image, rectified if rectification is turned on. The
svsSt er eol mage object is controlled by the acquisition object, and the user program should not delete
it. The contents of thesvsSt er eol mage object are valid until the next call to Get | mage() .

Start () returnsfalseif the acquisition process cannot be started. St op() will stop acquisition.

NOTE: Getl mage() returns a pointer to an svsStereol mage object. This object can be
manipulated by the user program until the next call to Get | mage( ) , at which point its data can change.
The user program should not delete the svsSt er eol mage object, or any of its buffers. All object and
buffer allocation is handled by the acquisition system. |f the application needs to keep information around
across callsto Get | mage() , thenthesvsSt er eol mage object or its buffers can be copied.

5.5.4 Error String

char *Error()

Call this function to get a string describing the latest error on the acquisition object. For example, if
video streaming could not be started, Er r or () will contain a description of the problem.
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5.6 Video Acquisition

The video acquisition classes are subclasses of svsAcquirel nages. The general class is
svsVi deol mages, which is referenced by user programs. This class adds parameters and functions
that are particular to controlling a video device, e.g., frame size, color mode, exposure, and so on.

Particular types of framegrabbers and stereo heads have their own subclasses of svsVideolmages. In
general, the user programs won't be aware of these subclasses, instead treating it as a general
svsVideol mage object.

A particular framegrabber interface class is accessed by copying a DLL fileto svsgrab. dl | . For
example, for the MEGA-D stereo head and IEEE 1394 interface, copy svspix.dll to svsgrab.dll (see
Section 2.1). Every such interface file defines a subclass of svsVi deol mages that connects to a
particular type of framegrabber and its associated stereo head.

To access the svsVi deol mages object for the interface file, the special function
svsCet Vi deoQbj ect () will return an appropriate object.

5.6.1 Video Object

svsVi deol mages *svsCet Vi deohj ect ()

Returns a video acquisition object suitable for streaming video from a stereo device. The particular
video object that is accessed depends on the video interface file that has been loaded; see Section 2.1, This
function creates a new video object on each call, so several devices can be accessed simultaneoudly, if the
hardware supports it.

5.6.2 Device Enumeration

i nt Enunerate()
char **Devi cel Ds()

Several MEGA-D and Dual DCAM stereo devices can be multiplexed on the same computer. Any
such device connected to an |EEE 1394 card isavailable to SVS. The available devices are enumerated by
the Enurrer at e() function, which returns the number of devices found, and sets up an array of strings
that have the identifiers of the devices. The ID array is returned by the Devi cel Ds() function. The
user application should not destroy or write into the array, since it is managed by the video object. The
strings are unique to the device, even when plugged into different machines.

The Enunrer at e() function rescans the bus each time it is called, so whenever devices are plugged
or unplugged, it can be called to determine which devices are available. Devi cel Ds() should only be
called after at least one Enunrer at e() .

MEGA-D and Dual DCAM devicees can be intermixed on the same bus. However, SVSloadsonly a
single video driver, so any particular SVS application will see only the MEGA-Ds or the Dual DCAMSs.

5.6.3 Opening and Closing

bool Open(char *nane = NULL)
bool Open(int devnum
bool d ose()

Before images can be input from a stereo device, the device must be opened. The Cpen() call opens
the device, returning true if the device is available. An optional name can be given to distinguish among
several existing devices. The naming conventions for devices depend on the type of device; typically it is
a serial number or other identifier. These identifiers are returned by the Enunerate() call.
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Alternatively, a number can be used, giving the device in the order returned by the Enumer at e()
function, i.e,, listhefirst device, 2 isthe second, and so on. A value of O indicates any available device.
Upon opening, the device characteristics are set to default values. To set values from a parameter file,
use the ReadPar ans() function.
A stereo deviceis closed and released by the Cl ose() call.

5.6.4 Image Framing Parameters

bool SetSize(int w, int h)

bool Set Sanpl e(int decimation, int binning)
bool SetRate(int rate)

bool SetOffset(int ix, int iy, int verge)
bool Set Col or (bool on, bool onr = false)
bool CheckPar ans()

See Sections 2.1.4, 2.1.5, and 2.1.6 for more information on frame sizes and sampling modes.

These functions control the frame size and sampling mode of the acquired image. Set Si ze(w, h)
sets the width and height of the image returned by the stereo device. In most cases, thisis the full frame
of theimage. For example, most analog framegrabbers perform hardware scaling, so that almost any size
image can be requested, and the hardware scales the video information from the imager to fit that size. In
most analog framegrabbers, the sampling parameters (decimation and binning) are not used, and a full-
frame image is always returned, at a size given by the Set Si ze() function.

The digital stereo devices allow the user to specify a desired frame rate. Typically the device defaults
to the fastest frame rate allowed, and the application can choose a different one to minimize bus traffic.
The MEGA-D and Dual-DCAM have different interpretations of the frame rate parameter; see Table
5-1below.

Some stereo devices, such as the MEGA-D, allow the user to specify a subwindow within the image
frame. The subwindow is given by a combination of sampling mode and window size. The sampling
mode can be specified by Set Sanpl e() , which sets binning and decimation for the imager. The
MEGA-D supports sub-sampling the image at every 1, 2 or 4 pixels; it also supports binning (averaging)
of 1 or 2 (a 2x2 square of pixelsis averaged). For example, with binning =2 and decimation = 2, the full
frame size is 320 x 240 pixels. Using Set Si ze() , a smaller subwindow can be returned. The offset of
the subwindow within the full frame comes from the Set O f set () function, which specifies the upper
left corner of the subwindow, as well as a vergence between the left and right images.

Set Col or () turns color on the left image on or off. Additionally, some applications require color
from the right imager also, and setting the second argument to true will return a color image for the right
imager. Generally, returning color requires more bus bandwidth and processing, so use color only if
necessary.

Device Rate Frame
Parameter Rate
MEGA-D 01 Normal
2 Normal / 2
3 Normal / 3
4 Normal / 4
Dual- 30 30Hz
DCAM 15 15 Hz
7 75Hz

Table 5-1 Frame rates as a function of the SetRate() parameter. MEGA-D frame rates are
determined from the base rate by clock division. Dual-DCAM rates are determined directly
as frames/second.
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The video frame parameters can be set independently, and not all combinations of values are legal.
The CheckPar ans() function returnst r ue if the current parameters are consi stent.

None of the frame or sampling mode parameters can be changed while images are being acquired,
except for the offset parameters. These can be changed at any time, to pan and tilt the subwindow during
acquisition.

5.6.5 Image Quality Parameters

bool Set Exposure(bool auto, int exposure, int gain)
bool SetBal ance(bool auto, int red, int blue)
bool SetlLevel (bool auto, int brightness, int contrast)

See Section 2.1.9 and 2.1.12 for more information about video quality parameters.

These functions set various video controls for the quality of the image, including color information,
exposure and gain, brightness and contrast. Not all stereo devices support all of the various video modes
described by these parameters.

In general, parameters are normalized to be integers in the range [0,100].

Set Exposur e() sets the exposure and gain levels for the device. If auto is chosen, the manual
parameters are ignored.

Set Bal ance() sets the color balance for the devicee Manual parameters for red and blue
differential gains are between —40 and 40. If auto is chosen, the manual parameters are ignored.

Set Level () setsthe brightness and contrast for the device. In auto mode, the brightness value is
ignored. Contrast isalways set manually.

These functions can be called during video streaming, and their effect isimmediate.

5.6.6 Controlling the Video Stream
See the functionsin Section 5.5.3.
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5.7 File and Memory Acquisition

The file and memory acquisition classes are subclasses of svsAcqui r el mages. This classes are
used to input stereo images from files, or from arrays in memory, and present them for processing. Users
who have their own stereo devices, and acquire images into memory, can use these classes to perform
stereo processing with the SVS libraries.

While images are not streamed from files in the same way as from a video source, the function calls
are similar. After opening the file, St art () and then Get | mage() function is called to retrieve the
stored image. A single image file set is repeatedly opened and read in by successive calls to
CGet | mage() .

A file sequence consists of file sets whose basenames end in a 3-digit number. Opening afile set that
is part of a sequence causes the rest of the sequence to be loaded on successive calls to Getlmage().

5.7.1 File Image Object

svsFi | el mages()
~svsFi | el mages()

Constructor and destructor for the file acquisition object.

5.7.2 Setting Images from Files

bool Open(char *basenane)
bool ReadFrontil e(char *basenane)
bool d ose()

The Qpen() function opens a file set and reads it into the object; see Section 2.2.2 for information
about file sets. Thefile set can include calibration parameters that describe the rectification of the images.

Another file can be read into the file object using the ReadFr onti | e() function. The new images
replace the old ones.

Thefileisclosed with the d ose() function.

5.7.3 Stored Image Object

svsSt or edl nages()
~svsSt or edl mages()

Constructor and destructor for the file acquisition object.

5.7.4 Setting Images from Memory

bool Load(int width, int height,
unsi gned char *Iim unsigned char *rim
unsi gned char *cim= NULL, unsigned char *cinr = NULL,
bool rect = fal se, bool copy = fal se);

The Load() function sets images from memory into the acquisition object, after which they can be
read out (and optionally rectified) usng Get | mage() . The left and right monochrome images must be
loaded; the color images are optional. If the images are already rectified, setr ect tot r ue.

Normally, user images are passed into the acquisition object as pointers, Get | mage() will output
these pointers unless rectification is performed. In this case, the object manages and outputs its own
buffers, which the user should not delete.
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User images can also be copied into the object’s buffers, if copy is set to true. Here, the object
manages all buffers, and the user program should not destroy them.

Typically, a use program will have images stored in memory, and will want to rectify them as part of
the stereo process. To do so, first load a parameter file into the acquisition object, using
ReadPar anfi | e. Next, turn on rectification by calling DoRect (true) . Finaly, use Load() to
attach the stored images to the object; calling Get | mage() will now return the rectified images.
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5.8 Stereo Processing Classses

svsSt er eoProcess Stereo processing class

svsMul ti Process | Multiscale stereo processing class

The stereo processing classses perform stereo processing on stereo images encapsulated in an
svsSt er eol mage object. The results are stored in the stereo image object. All relevant parameters,
such as calibration information and stereo parameters, are also part of the stereo image object.

The processing class svsStereoProcess handles basic disparity calculation, as wel as
conversion of the disparity image into 3D points.

The processing classsvsMul t i Process extends stereo processing to perform multiple scale stereo
processing in computing the disparity image. Multiscale processing adds information from stereo
processing at reduced image sizes.

5.8.1 Stereo and 3D Processing

svsSt er eoProcess()

~svsSt er eoPr ocess()

bool Cal cStereo(svsStereol mage *si)

bool Cal c3D(svsSt ereol mage *si)

bool Cal cPoint3D(int x, int y, svsStereol mnage *si,
doubl e *X, double *Y, double *2)

Cal cStereo() calculates a disparity image and stores it in si , assuming si contains a stereo
image pair and its haveDi sparity flagis fal se. To recalculate the stereo results (having set new
stereo processing parameters), set the haveDi sparity flagtof al se and call Cal ¢St er eo().

Cal c3D() calculates a 3D point array from the disparity image of si . If si does not have a
disparity image, then it isfirst calculated, and then the point array is computed. The point array is stored
in the stereo image object, and the have3Dflag is set.

For some applications, computing the whole 3D array is not necessary; only certain points are needed.
In this case, the function Cal cPoi nt 3D() isprovided. Thisfunction returnst r ue if the disparity at
image point X,y exists, and puts the corresponding 3D values into the X,Y,Z variables. Otherwise, it
returnsf al se and does not change X,Y, or Z.

5.8.2 Multiscale Stereo Processing

svsMul ti Process()
~svsMul ti Process()
bool dolt

This multiscale class computes stereo disparity at the input image resolution, and also at a x2 reduced
image size, then combines the results. Multiscale processing adds additional information, filling in parts
of the disparity image that may be missed at the higher resolution.

The svsMul ti Process class subclasses svsSt er eoPr ocess, and is used in exactly the same
way. Theboolean variable dol t turnsthe multiscale processing on or off.
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5.9 Window Drawing Classes

svsW ndow Window class for drawing 2D images

svsDebugWn Window class for printing output

The window drawing classes output 2D stereo imagery to the display. The display window relies on
the FLTK cross-platform windowing system (www.fltk.org), and provides basic graphical object drawing
in addition to image display. The svsDebugW n class is for text output, useful when debugging
programs.

It is also possible to output 3D information, especially point clouds formed from the 3D sereo
recongtruction functions. This display relies on the OpenGL window capabilities of FLTK. For more
information, see the example codein sanpl es/ svsgl wi n. cpp.

5.9.1 Class svsWindow

This class outputs 2D images to a display window. It can output monochrome, color, and false-color
disparity images. In addition, there is an overlay facility for drawing graphical objects superimposed on
the image.

svsW ndow objects will downsize the displayed images to fit within their borders, using factors of 2.
For example, a 640x480 image displayed in a 320x200 window will be decimated horizontally by 2 (to
320 columns), and vertically by 4 (to 120 rows). Images smaller than the display window are not
upsampled; they are ssimply displayed in their normal size in the upper-left corner of the window.

Graphical overlays for the window can be drawn using FLTK drawing functions on the window, e.g.,
lines, circles, etc. svsW ndow subclassesthe FLTK FI _ W ndow class.

svsWndow(int x, int y, int w int h)
~svsW ndow( )

Constructor and destructor. The constructor creates a new svsW ndow object, displayed at position
X,y of any enclosing FLTK object, and with width wand height h. Typically wand h are multiples of
160x120.

The window will not be visible until show( ) iscalled on it.

Dr aw mage(svsSt ereol mage *si, int which = svsLEFT,
void *ovArg = NULL);
d ear | mage()

Main drawing function. Draws a component of the stereo image object . The argument which
specifies which component is drawn, according to the following table.

SVSLEFT, svsRI GHT L eft and right monochrome images
SVSLEFTCOLOR, svsRI GHTCOLOR | Left and right color images
svsDI SPARI TY Digparity image (displaysin green false color)

The optional last argument is passed to any assigned overlay drawing function (see
svsDr awOver | ay below).
To clear an image from the window, and reset it to black, use G ear | mage() .

virtual DrawOverl ay(svsl nageParans *ip, void *ovArg);
DrawOver | ayFn(void (*fn)(svsWndow *, svslnageParans *, void *ovArg))
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These functions draw overlay information on the image displayed by svsW ndow. There are two
ways to draw overlays. One is to subclass svsW ndow, overriding the Dr awOver | ay() function.
Then, the subclass can perform any FLTK drawing within the subclass function.

Another way to use overlays is to assign an overlay function to the svsW ndow object, with
Dr awOver | ayFn. Thisoverlay function is called every time the overlay needsto be drawn.

The last argument to these functions is passed in from the argument specified in the Dr awl mage()
function.

5.9.2 Class svsDebugWin
This class displaystext in a scrollable window.

svsDebugWn(int x, int vy, int w int h, <char *name = NULL)
~svsDebugW n

Constructor and destructor. The x, y arguments specify placement of the upper-left corner of the

window; wand h give the width and height. An optional title (nane) can be given.
The window will not be displayed until theshow() function is called.

Print(char *str)

Prints a string on the debug window. Each string is printed on a new line, and the window scrolls to
that line.



